
(virtual memory, 1—0 facilities , etc.) utilization or
saturation that could be monitored , adm ittedl y in the
presence of noise, by the listener program. The receotlon
process m ight, for example, be basea upon denials of
listener requests for the same resources. In a recent
informal experimen t at MIT, the Mul tics paging mechanism
was employed to telegraph a message at the rate of about
one character per second with about a bit error rate of
108—29. In some more “paranoid ” scenarios, the Trojan
horse is imbedded in the hardware.

The hope expressea by advoca tes of pattern-matching
surveilla nce techn i ques Is that, since the telegraphed
message is imposing a patterned behavior on an otherwise
random sequence of events, that same fact mi ght be
exp loited for the detection of the Troj an horse. To our
knowledge , nothing has reall y been done to substantiate
this possAb ility . The fact that, as viewed by the system,
normal resource requests arrive ranoomly hardly imp lie s
that their arrivals, especIally —— and this is the ques-
tion -— their arrivals from a particular benign process,
are uncorrelated. In order to send a massage, the event
spectrum of the Trojan horse must be di fferent than that
of normal system use. But it would always be possible to
bu ild a counter—counter response to spectra l surveillance
by arbitrarily lowerin g the bandwidth, i.e., makin g the
telegraph channel appear more like benign behavior at a
cost of lower information transmission rates. We must
further keep in m ind that the surveillanc e program would
normall y be trying to aetect the Trojan horse among all
active classif ied processes in complete ignorance of the
techniques and code emp loyed or even the Trojan horse’s

• ex istence.

- We wou la like to suggest that the most reasoned
approached to the question of pattern matchin g surveil-
lance methods is to gain a better understandin g of the
possibilities through the collect lor of event statistics

• and the per f ormanc e of sim p le experiments on systems such
• as Ilultics .

The objects on which we mi gh t wish to collec t
statistics fal l  into two classes, dependIng on whether we
are trying to detec t an externa l lock-picking attempt at
system penetration or an internal Trojan horse telegra phy
of inform ation to a listener. In the first case, we
expect the intruder to be revealed by th~ ille gal it y of
his moves. The ob j ects we wou lc be interested In would
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inc l ude elementary events such as illegal instructions
(particularly attempted ring violations in Multics ) and
Ille ga l addresses. These latter would pr im arily be due to
segmen t v iolations , e.g., requests for non-existent
segments, or segmen ts to which the user is prohibited
access (particularly to system director y or tabu l ar infor-
mation ) or to which he has access privileges, but of a
different type. All  of these statistics should be kept in
rather fine detail. System tab les are to be distinguished
from other protected segments, ring vio l ation s are to be
c lassified by ring, segment denia ls by reason of security
level are to be distinguished from those due to need-to—-
know, i.e., discretionary, privileges. Simila r statistics
would also be kept for non—virtua l entities , e.g., denials
of off—line printouts.

Besides these elementary events, we would also record
statistics on some compound events that appear indivisible
to system users. These would include all l ogon failures
whether caused by non—authorized personal identIfication,
invalid projec t or group association , Incorrect passwora,
a request for too high a security level or an attempt
either to log on at a personally valid security level from
a terminal which is not physically secured at that level
or an attempt to logon at any level on a termInal whose
physical security exceeds the user’s c l earance. The last
represents a breac h of physical security and must invoke
an immediate alarm.

Much of the above material w i l l  be recorded in the
audit log in any case. We are only suggest in g that a

— ltI ~~le statistical data processing might help us determine
if any proposed surveillance scheme has muc h chance of
detecting external penetration threats.

With regard to the interna l , Trojan horse, threats,
on the other hand, it woul d seem necessary to carefull y
design specific experiments. Unlike the Items mentione a

- - above which are (though most frequentl y by accident rather -

than design) patent attemcts to transgress the system ’s - :

security boundaries, the Trojan horse Is emp loying normal
system components in app arentl y ncrma l mode s and never
v iolates any forma l protection mechanisms. We have, in
fact, very little to look for , just unlikel y patterns in
the demands placed on ceep system resources , e.g., the
oaging mechanism or the 1—0 channels or devices.
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For both the interna l and external threats, the
statistics colle cted for each of the listed items must
includ e its mean (i.e. , the volume of trans actions), its
var iance (i.e., the peculiarit y of special events), and
cer tain correlations. These would include correlations
be tween different events, between events aid processes,
and between events and users. This lis t is needed for
both the discounting of personal idiosyncrasies and for
the association of a Troj an horse with a listener .

In the case of the Interna l Trojan horse threat, we
must also collect the critica l data on the frequency
spectr a of calls and saturation of the sy stem components.
Furthermore, we must investigate what sort of time changes
are to be expected in these spectra, since such events,
being normally so dependent on system l oad, could hardly
constitute stationary processes.

Any potential criteria for the discovery of a Trojan
horse that might emerge from these sti.dies should be
tested experimental ly against Trolar horses we have foaled
ourselves. These tests should be run, presumably on a
Multics system, under both heavy and light loads by
parties blind to the presence or absence of the Trojan
horse. Fur thermore, these tests must be desi gned to

F I reveal clearl y their dependence or independ ence of both
- the actual techniques emp loyed by particular Trojan horses

and the knowledge of these techniques.

ACTIVE DEFENSES

• As previously referenced, Ho lli ng s worth advocates the
use of active defen~ es, i.e., pseudo—flaws combined with
entrapment tactics, designed to lead a woul d—be penetrator
away from system weaknesses Into a path on whicn he seems
to be gaining prohibited acc esses ,  but is, in fac t ,  being
misled ana monitored.

At the system command or text—edito r l evel , the
scenario would have the user guessing passwords, being
rejected several times, then f i na l ly being acceoted . The
user then tries to reao p rivile g e d oata and , wh ile
app arently succeeding, is, in fact, fed fal se data from
preparea files. With respect to lower leve l attempts at
penetration , e.g., prohA b ited memor y references generated
by user defined asse i,bly language routines, the strategy
Is for the ille g al in struct lor to trap to a software
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routine which sets up a pattern of misleading behavior
rather than the normal program abort, Fro. the moment his
behavior becomes so suspicious as to invoke the entrapment
process, the user woula not be Only subject to the normal
aud it and surveillance procedures, but woul d also be mon i-
tored so that an alarm would be Soun d ed and a real—ti me
transcript of the entire user—machine conversation
oreserved.

One must be skeptical. A l l  concern abou t password
guessing, whether in reference to entrapmen t or pattern
matching surveillance techniques , must raise the question
as to whether such tactics constitute any substantial
threat . Since most systems give the user no, or
pract icall y no, resources until logged on, he can do
little but guess wildly. Our real threats are from much
more sophisticated users who hope, in fact, to emp loy the
extensive on—line system facilities, turnin g them to their
own advantage. Any sophisticated user who found he could
re ference prohibited segments through the sole use of Such
high level facilities as a text—editor woul d be ver y
susp icious Indeed.

Still, if one could provide convincing active
defenses, the advantages woulc be quite attractive.
Hollingswort h advocates entrapmen t as an additional
defensive mechanism for non-certifiable systems. But,
catching a thief is interesting in Itself , and catching a
~py much more valuable. So there would be strong motives
to add such facilities to certified systems also. Active
defenses have the further attraction that they not only
trap the culpr it in the act, but they also go a long way
towards establishin g his intent. One mus t be extremely
skeptical, however , about the machine ’s abilit y to
unders tand the user ’s m otives enough to convincingly
entrap him when the total evicence of his intentions is
imbedded in an arbitrar y assembly lancuage program.

_ _ _ _ _



SECTIO N V

RECOMMENDATIONS

The discussion to this point Indicates that , In
general, the auoit of multi —securit y—level systems is
fairly well understood as is hardware surveillance. The
proposed approaches to software surveillance, at least the
more Imaginative ones, are on much less sol id foundation.
We should like in this section to suggest guidelines with
respec t to the study and implementaticn of audit and
surveillance related subsystems that seem to us natural
and reasonable under these circumstances.

ENGINEERING APPROACHES

We refer here to those tasks that are obligator y and
sufficientl y understood so tha t intelli gent design is
Possible today.

~~~~~_Ai~gLtju..g

ESO is involved in the construction of a number of
multi-level secure systems which requir e audit facilities.
These would inc l ude the Air Force Data Services Center
(21, the Security Kernel Based Multics System, the Secure
Front-End Processor to Multics, and the POP-jj/~5. The
audit logs required by 000 5200,28—h must inc l ude items
1—i. of our list of 21. Items at the becinn in g of Section
IV. Though the practicality of recording ~jj accesses to
classified segments is extremel y questionab le, the facili—
ties to satisfy all four requirements will exist in the
two MULTICS systems jus t referred to. The syserr log of
the AF Data Service Center will also contain records of
den ied accesses ana ille g al procedures (our items 7 and
13). Most of the other items on our list would also seem
well-aov lsed and easy to imp lement.

In addition to the actual logs, the SVstem security
officer must have available the relevan t softwar e
described in Section IV for the control of the auditing
orocess (the Data Services Center speci fication referenced
above describe s audit select flags ” which are equivalent
to our “audi t vector”) and for the on-line analysis of
co llected data. Thi3 list Inc l udes the audit searc h spec—
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ification language and correlation tools. Efforts Should
be concentrated in identif ying and recording only the
inLmai necessary data to keip the data reduction/analysis
problem from becoming too complex.

~ac~ ei11anca

The “subverter” , the hardware surveillance mechanism ,
should be included to provide protection against probabil-
istic hardware failure . The operation of a subverter is
discussed by Karger and Schell [12]. The provision of the
alarm and Big Brother systems mentioned in Section IV
represent an additional surveillance capability that might
be a goal for future development.

DEVELOPMENTAL APPROACHES

The ma in prob l em Is the evaluatic n and design of the
more sophisticated surveillance techn iques. We would like
to suggest that the steps below be taken sequentiall y.

~j~1 cai_~fl&gje~

In Section IV, we outlined at some len gth a proposed
statistical study of security related events. We feel
such a study should be undertaken on some selected Multics
system (s). It should first be determined which statistics
are currently available from extant Mul tics systems, e.g..
MIT, Honeywell, RAOC, AFDSC , and then this information
should be gathered.

Inc idental ly, during this study statistics should be
kept, to the exten t possible, on the cost in machine time
and (impl icitl y) cap ital equipment requ ired for Monitoring
differ ent events. This, of Course, would ~e for the
purpose of gainIng more precise understanding of the
performance and cost related constraints of Section III.

The main point of collecting and Inter preting the
statistics on security related events Is to have them
available as anal ytica l aids in the feasibilit y stuay of
the more sophisticated survei llance tec hniques, especially
the Pattern matchin g approaches to Troj an horse detection .
Trojan horse detection is j~g most import&~t surveillance
oroblem bec ause$
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j. The Trojan horse remains, together, perhaps,
with the possibilit y of espionage by cleared
personnel, as one of the outstanding problems in
comp lete computer security. This Is a conse—
quence of the fact that Morse cod e need not
represen t a s-property violation , even in certi-
I led systems.

2. We really do not know how feasible or effective
pa ttern matchin g techniques are likel y to be as
a means of Trojan horse detection .

3 .  No other defense against this threat has, to our
kno wledge, been suggested other than the
division of the machine ’s resources to the
extent that processes of differen t classifica-
tion Share nothing . This latter approach would,
however, cer tainl y defeat man y of the motives
that led to the sharing of the machine in the
first place.

AQ.~coa~h Ana1vs1~

Partly based on these statistica l anal yses, the
var ious adv anced surveilla nce techniques, e.g., pattern
ma tching, active de f enses, multi p le entry of key informa—
tion and more sophisticate d data relations , should be
subjec ted to serious analyses to estimate their effective-
ness against both external , high level penetration
attempts and internal, low leve l ones. In addition, the
solutions must be analyzed with regard to their interac-
tion with the constraints of Section III. In particular,
the redundant storage of informat ion described as the
multiple entry approaches must be studi ed to establish
whether there is a mi do le groun d between a solution so
complicated tha t it serves as an impediment to the normal
use of the system and one so simp le that its effect Is
negated by the “un derground” circulation of a few macros
which, in effect , convert the multi ot e entr y system into a
single entry one.

We are assumIng the basic audit and surveillance
mec hanisms are to be Lmp lem enteo early. As for the more
advancea surveillance techniques, we are suggesting that
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these be postponed until the completion of the above
stud ies.

I-
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